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For the first time in history, automated vehicles (AVs) are being deployed in populated environments. This
unprecedented transformation of our everyday lives demands a significant undertaking: endowing
complex autonomous systems with ethically acceptable behavior. We outline how one prominent, ethically
relevant component of AVs—driving behavior—is inextricably linked to stakeholders in the technical,
regulatory, and social spheres of the field. Whereas humans are presumed (rightly or wrongly) to have
the “common sense” to behave ethically in new driving situations beyond a standard driving test, AVs do
not (and probably should not) enjoy this presumption. We examine, at a high level, how to test the
common sense of an AV. We start by reviewing discussions of “driverless dilemmas,” adaptions of the
traditional “trolley dilemmas” of philosophy that have sparked discussion on AV ethics but have limited
use to the technical and legal spheres. Then, we explain how to substantially change the premises and
features of these dilemmas (while preserving their behavioral diagnostic spirit) in order to lay the foun-
dations for a more practical and relevant framework that tests driving common sense as an integral part of
road rules testing.

automated driving | public health | ethics | policy | artificial intelligence

Ethics Is an Integral Challenge for the
Introduction of Automated Vehicles
Each year around the world, motor vehicle crashes kill
1.25 million people and injure another 20 million.
Human errors—and the systems that make it so easy
for these errors to occur and be dangerous (1, 2)—are
a cause of at least 90% of these crashes (3). If new
technology could prevent these deaths, it would im-
prove public health at a scale on par with vaccines or
penicillin.

One of the main objectives of automated driving
technologies is to reduce these casualties, by creat-
ing safer traffic situations rather than only reacting to
dangerous ones as they occur. However, the societally
successful introduction of automated vehicles (AVs)
demands the resolution of technical, regulatory, and
social challenges (4). Ethics is at the intersection of these
challenges: The software of AVs will produce behaviors
with ethical ramifications (technical); governments will

often seek to align their laws with norms of ethical be-
havior (legal); and the public’s perception of the ethics of
automation may affect their acceptance of the technol-
ogies (social). How can we ethically address these chal-
lenges in these contexts?

In this paper, we take a pragmatic approach. First,
we outline how ethics in a broader sense is integral to
various stakeholders in the technical, regulatory, and
social spheres of the AV industry (Ethics Is Ubiquitous
in Automated Driving). Then, we consider the idea
of “driverless dilemmas,” which have sparked recent
discussion on the ethics of AVs (A Narrow View of This
Ethical Landscape: Driverless Dilemmas). Finally, we
discuss how these dilemmas can be modified to in-
spire a more practical, ethical testing framework for
AVs and why this is needed (A Pragmatic Implication:
Test for Commonsense Behavior), before providing
recommendations for how to think of testing as more
of a process than a singular event (The Road Ahead:
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Ethics as a Marriage, Not a Wedding). Throughout, we focus on
the ethical component of dynamic driving behavior (such as speed
and maneuvering). In particular, how should developers, regula-
tors, and others ensure that AVs exhibit ethically relevant “com-
mon sense” by behaving in a way that is safe, predictable,
reasonable, uniform, comfortable, and explainable under real-
world conditions and constraints? We do not discuss broader
ethical issues related to strategic aspects of driving and to
transport more generally (such as whether, where, and how to
travel) (4–6).

Ethics Is Ubiquitous in Automated Driving
We take for granted that drivers must take reasonable precautions
to prevent unreasonable risks of driving. A risk is the product of a
harm’s probability and its severity, where the total risk of any
particular course of action or inaction is the sum of all estimated
risks associated with it (7, 8). Preventing unreasonable risk is op-
timal, and ethics is an approach to deciding how to act optimally
by appealing to a set of guidelines that the applied sciences
themselves cannot provide—such as values, principles, beliefs,
norms, and purposes (4). People appeal to ethics in trying to
categorically adhere to a principle like “never discriminate be-
tween individuals based on their social class” or when uncon-
sciously (and probably imperfectly) weighing various risks to
decide whether to speed to work (9, 10). In the case of AVs, ethical
considerations serve as inputs to decisions that determine their
behavior. For instance, whether a manufacturer prioritizes reduc-
ing harm over reducing liability depends in part on its internal
commitment to safety as well as on its susceptibility to external
regulatory, market, and reputational forces (11). In this way, the
behavioral ethics challenges of AVs may seem like a Pandora’s
box, since they often require arbitrating among various stake-
holders across the technical, legal, and social spheres. No single
actor knows enough to solve all the issues on its own, any actor
may miss the ethical relevance of a problem, and the solution
devised by one actor may run counter to the interests of another.
For example, regulators may not fully understand the underlying
engineering challenges, and engineers may not understand the
legal implications of implementing a given solution to a technical
challenge.

In SI Appendix, we indicate how ethics is relevant to different
stakeholders in the technical, legal, and social spheres. Each of
these spheres (including marketing, which we do not discuss here)
may also vary across space and evolve over time. For example,
norms about compliance with traffic laws, dynamics between
motorists and vulnerable road users, and conventional driving
courtesies may all produce different conditions and expectations
for AVs. Given these complexities, it is tempting to refrain from
thinking about the ethical aspects of AV behavior altogether.
However, when the AVs are on our roads, they will do something,
and what and how they do it will have ethical relevance. Whereas
humans can only be incentivized to drive a certain way, AVs can be
made to do so.

A Narrow View of This Ethical Landscape: Driverless
Dilemmas
One approach to start a discussion about the behavioral ethics of
AVs are so-called driverless dilemmas, an idea inspired from
“trolley dilemmas” in philosophy. The original trolley dilemma
(12) asks you to imagine that a trolley is on course to hit five un-
suspecting workers on the track, unless you redirect it to another
track with only one worker on it. The dilemmas were originally

designed to contrast different moral philosophies (13–15) and
have also been imported by psychologists to study how people
ordinarily make moral judgments (14, 16).

Recently, trolley dilemmas have been extended into the do-
main of AVs (17, 18), to suggest that AVs will face driverless di-
lemmas. A prominent subset of this work asks people on the web
to consider simple scenarios in which a hypothetical AV faces a
two-alternative forced choice of whom to hit or save—e.g., a
driver vs. a pedestrian; a homeless man vs. a skilled workman (19).
The studies ask people to choose on the AV’s behalf, and then
they aggregate the choices to assemble a “global preference”
scale, which they suggest should be considered in AV policy. One
implication of this crowdsourcing work, whether originally inten-
ded or interpreted by others, is that AVs should be programmed
with moral rules for solving these dilemmas (19–24), an idea that
has received overwhelming attention from the media (25–32).
Reactions from the academic community have been more mixed
(33–38), and the few reactions from the AV community have been
largely dismissive (39–42).

Driverless Dilemmas Reflect a Consensus That AVs Should

Generally Conform to Commonsense Social Expectations. Are
driverless dilemmas a good way to think about AV ethics? In
SI Appendix, Table S1, we briefly review the main affirmative and
negative answers that have been offered to the question raised
above (19, 34–36, 39, 40, 43). While we will not try to decisively
settle these arguments, we think that they highlight three im-
portant principles in evaluating driving behavior. First, they cap-
ture the notion that AVs should generally conform to certain
public expectations, because they must behave with what people
tend to call common sense. A person may think that a driver has
common sense when that driver makes what appear to be opti-
mal, harm-reducing choices (e.g., maneuvers or speed). Even
mundane-seeming deviations from common sense (e.g., how an
AV avoids obstacles in the road) may put others at risk, so de-
signing these behaviors may rely, in part, on ethical inputs that
arbitrate between multiple, viable engineering solutions. On this
view, people may be especially interested in dilemma scenarios
because they involve difficult trade-offs between various maneu-
vers in their risk of harm to others, such that seeing how the AV
solves these challenges might suggest whether it is likely to ex-
hibit common sense more generally.

Second, within the limits of their scenario abstraction, driver-
less dilemmas are based on a scientific way to look at AV behavior
to the extent that they take a falsifiable behavioral approach:
specifically, to determine whether the AV is behaving properly
from external observations of its behavior, rather than from
speculations about the underlying “mental processes” that
prompted the behavior. In engineering, this black-box approach
(not to be confused with event data recorders of acceleration,
speed, etc.; also referred to as “black boxes”), or “performance
standard” in law, is one extreme on a shades-of-gray continuum.
The opposite would be a clear-box approach, which would entail
inspecting the source code of all the AV’s components—and,
under a “design standard” in law, regulating them directly. From a
standardized testing point of view, a clear-box approach may be
less effective for AVs. It is much harder for testers outside of the
company to scrutinize, regulate, and gain access to the software
itself, which is extremely hard to understand for nonpractitioners,
and prone to mischaracterization if simplified too much. Further-
more, the AV’s overall behavior is an emergent property of various
software components that cannot easily be reduced to any single
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component. In short, as in the case of tort law and Turing tests
(44), it seems reasonable to specify and assess AV behavior in part
by measuring that behavior itself, rather than by attempting to
decipher partially knowable components and inaccessible mental
states. This analysis is itself imperfect, as tragedies like the two
Boeing 737 MAX crashes have shown (45), but it does suggest
why falsifiable behavioral testing will be appealing in practice.
However, ultimately, as we explain in the final section, such test-
ing is just one piece of the overall process of integrating ethics
into the design and evaluation of AVs.

Third, the popularity of these dilemmas suggests that they are
simple and easy to think about. The explanation and regulation of
more practical and relevant issues might also aspire to this kind of
public accessibility.

A Pragmatic Implication: Test for Commonsense Behavior
These positive features can form part of more practical assess-
ments for the AV industry that directly test for commonsense
behavior. These tests should serve two overarching, comple-
mentary functions: 1) Explanatory role. The qualitative analysis of
the scenarios teaches people that there are trade-offs in conse-
quences depending on the ethical principles that we program into
AVs. 2) Behavior assessment. The scenarios empirically test
whether the AV produces the correct set of behaviors across a
variety of practical situations.

We note that designing the testing machinery is a different
problem than choosing the “right answers” to the tests. The first is
a technical problem, whereas the second is a social and regulatory
problem that ultimately relies on ethical inputs too. After first
saying a little more about what we mean by commonsense be-
havior, we discuss both problems: how to design more technically
pragmatic tests, and how to revise current thinking on their
right answers.

What It Means for an AV to Drive with Common Sense. There
have been various ideas for how to formulate autonomous ma-
chines that have common sense (46, 47). In the case of automated
driving, the AV must execute a set of control commands (e.g.,
steering, brake, throttle, gear position) that achieve the desired
transportation goal (e.g., delivering occupants or goods from
point A to B) (6, 48). More than one engineering solution is
probably viable. For instance, in the optimal control method (49),
the AV minimizes the error between the path it is taking and the
path it is planning by making adjustments (e.g., steering adjust-
ments) at various time intervals. Behaving optimally under these
circumstances is ethically relevant because the constraints on this
path include not hurting others or putting them at risk for harm.

However, commonsense driving also entails more. For in-
stance, an AV that makes too many adjustments spoils the
smoothness of the ride. Engineers must deal with this issue by, for
instance, placing an additional cost on changing steering every
time interval, thereby raising the margin by which the AVmay veer
from its planned path before it is permitted to execute its next
adjustment (48).

These tensions show how achieving commonsense driving in
AVs necessarily implicates the broad and interdisciplinary field of
human factors. Ultimately, passengers and other road users may
expect AVs to behave in a way that is safe, predictable, reason-
able, uniform, comfortable, and explainable (SPRUCE). These
concepts are naturally interrelated, but also capture distinct
components of driving behavior, for which we provide high-level
definitions here:

• (S) Safe. The AV does not harm others or put others at unrea-
sonable risk of harm. As with inferences about the moral char-
acter of people (50), determining whether an AV is safe informs
predictions about how it will generally behave in both the near
future and in new situations, regardless of the details.

• (P) Predictable. The AV’s maneuvers can be anticipated from
past behavior.

• (R) Reasonable. The AV’s behaviors do not offend notions of
logic or justice and generally accord with human intuition
(51, 52).

• (U) Uniform. The AV behaves consistently by treating seemingly
like situations alike.

• (C) Comfortable. The AV drives in a manner that is physically
and psychologically smooth for its passengers and for other
road users.

• (E) Explainable. The AV’s actions fit an accessible narrative of
cause and effect, action and reaction, and stimulus and re-
sponse (53, 54). [This notion of popular explainability comple-
ments the technical concept of “explainable AI,” in which
algorithmic decision making is transparent and traceable at a
technical level (55, 56).]

However, these behavioral expectations represent a rough
floor rather than ceiling for AVs. At the end of the day, AVs should
be better than human drivers. This may sometimes require AVs to
behave in internally consistent ways that may nonetheless seem
inconsistent to human observers. However, this in turn requires
the AV to acclimate the humans with which it interacts. While
humans may seem predictable to each other, they may also rou-
tinely behave suboptimally. In part, AVs may seem less predict-
able to humans for the very reason that they are objectively more
predictable, unwaveringly obeying their programs and the rules of
the road (57). Is this not the sort of standard we are already meant
to require of drivers? In other cases, AVs may need to acclimatize to
humans; e.g., an AV that slows down every time it detects a
crosswalk could lead a pedestrian to infer that it is communicating
its intent to stop, even if it has not actually detected her (57). Safety
can be improved bymaking the AVmore human-like in certain ways
(such as adding a more explicit signal that it will stop) rather than
others (e.g., speeding through crosswalks unless doing so exceeds
a high-risk threshold). More generally, the question should not be
“who should acclimatize to whom?” but “what system is the safest?,”
and the best solutions might involve reconceptualizing entire
driving systems rather than just acclimatizing drivers. AVs should
set new norms that push everyone to improve (58).

What It Means for People to Be Persuaded That an AV Drives

with Common Sense. Whether an evaluator is persuaded that an
AV has common sense is a judgment that, itself, is reliant on
mental processes that we might call common sense. Psychologi-
cally speaking, common sense is thought to arise from complex-
but-fast processes that support our intuitions about a range of
phenomena pertaining to both the physical domain (e.g., space,
time, objects, persistence) and the social domain (e.g., mental
states, motivations, moral character). As just one example, if a
vehicle enters and emerges from occlusion, we understand when
it is the same vehicle rather than another vehicle altogether, and
we can anticipate when it will emerge before it does (59, 60). Most
people agree on basic intuitions pertaining to these domains,
even if they do not know how they came to have these intui-
tions, hence the “common” in common sense. Common sense is
typically contrasted with slower, more deliberative and effortful
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processing, as when multiplying large numbers or choosing
among several similar options (61).

Notably, people are highly sensitive to whether other agents
behave optimally given their constraints. This is an assessment
that even infants are capable of (62, 63), that occurs across various
domains of human cognition (54, 64–67), and that affects moral
intuitions in adults about whether an agent is blameworthy or
morally wrong (53). People find suboptimal choices more difficult
to explain, and this intuition leads them to assign harsher moral
judgments accordingly (53). Thus, AVs that make suboptimal
maneuvers are likely to seem inexplicable too, leading to the
impression that they are morally faulty and culpable for these vi-
olations. In this way, an evaluator’s own common sense can guide
their assessment of whether an AV has common sense, a sign of
whether the vehicle is ethically roadworthy.

Testing an AV’s Ability to Drive with Common Sense. Humans
often deal with new situations beyond the formal driving test by
using common sense (provided they have the time to do so).
However, it is not appropriate to assume that AVs will be similarly
reasonable. If we only test their obedience to secondary road
rules under ordinary conditions, then broader safe behavior is not
guaranteed. Driving common sense is at play in various choices,
such as deciding what to do when a traffic light fails, or ascer-
taining whether a pedestrian is about to cross the road. And while
it is easy to stipulate that an AV should never fail, getting there
requires looking beyond redundancy (such as increasing the
number of sensors that detect the same information) to resiliency
(creating a behavioral system that can solve problems in various
driving settings), such as executing more predictable behaviors
that minimize risky encounters with humans and prevent system
failures from escalating into catastrophes.

In order to develop more pragmatic tests of whether an AV
behaves safely, we think the above ideas can inspire “edge-case”
testing of “driving common sense” in AVs—that is, testing
whether an AV’s behavior is broadly safe, predictable, reasonable,
uniform, comfortable, and explainable. We expect such an AV to
minimize harm or the risk of harm across a series of “low-stakes”
and “high-stakes” scenarios. By low-stakes scenarios, we mean
high-probability situations wherein no outcome results in death or
injury, but in which the vehicle’s decisions still require arbitrating
between more vs. less risky paths. By high-stakes scenarios, or
edge cases, we mean low-probability, dilemma-like scenarios,
wherein the vehicle’s possible paths are mathematically constrained
so that a collision is inevitable (48, 68). As in any safety evaluation of
edge cases, these tests must cover a range of scenarios that are not
typically encountered during a standard test for human drivers, but
which may nonetheless arise on real roads, such as navigating
around large debris, safely overtaking long trucks on a two-way
road, making way for an emergency vehicle, or being manually di-
rected by a traffic officer (69). The scenarios can vary along multiple
dimensions, such as prevalence and ethical relevance, and be tested
both in simulation and on real roads (except for high-stakes sce-
narios). The tests should also be adaptive, changing to accommo-
date the newest systems as they become available, as when
software updates are deployed over the air to AVs.

Such edge-case testing would be beneficial to several stake-
holders: 1) manufacturers, as internal tools for development; 2)
regulators, for regulation of the technologies; 3) insurers, who
need to quantify the risk of ensuring a technology; and 4) the
public, who seek assurance that the vehicles behave ethically. If an
AV passes a range of scenarios that involve driving common

sense, then we may be more confident that it is operating based
on algorithms that are sufficiently flexible and robust to minimize
the risk of harm on real roads. In developing such tests, incorpo-
rating the following six factors is beneficial (Fig. 1):

1) Test common sense as an integral part of road rules testing. A
problem of behavior specification for AVs is the interpretation
of ambiguous laws such as “right of way,” which need to be
encoded into a machine-readable definition. Adding compli-
cation, new driving situations may arise in which road rules
conflict among themselves and with broader ethical principles,
as in Asimov’s laws (70). Such hierarchies are often already
encoded in the law. For example, the rule to follow the right
of way entitles no one to gratuitously hit another. In fact, law
often speaks only of an obligation to yield the right of way, so
that following the rule itself comes second to its main goal of
avoiding harm (71). Another example is a police officer who
instructs a driver to do something, even if it means breaking a
usual rule like crossing a solid white line (72).

2) Test basic behavioral competencies alongside high-stakes sce-
narios. Low-stakes scenarios that test for basic behavioral com-
petencies (73) may help to illuminate technical issues without
the emotional distraction of rarer high-stakes scenarios (48, 68,
74). Once the trade-offs of low-stakes scenarios are under-
stood, engineers can slowly scale up the stakes to be included
in their simulations. As one example, driverless dilemmas
grapple with the edge case of minimizing collisions with other
road users in the catastrophic scenario where a collision is in-
evitable. A low-stakes variant of this problem is how to avoid
road debris. An AV with common sense will try to avoid com-
ing to an abrupt standstill, maneuvering around the obstacle
while maintaining a “safe distance” from both the obstacle and
other oncoming drivers (68). Such simple obstacle avoidance still
has ethical implications and will probably need to be solved be-
fore the AV has a hope of solving more complicated, high-stakes
variants in which multiple obstacles are constraining its path.

3) Acknowledge the trade-offs of multiple metrics. Driving entails
resolving differences between conflicting objectives. For in-
stance, in the previous example, the AV must balance safety
(e.g., avoid a collision) and compliance (e.g., do not cross the
solid white line) (68). In fact, the paramount command in driv-
ing law in the United States is to avoid harm, so compliance
with the lawmay sometimes require, rather than prohibit, nom-
inally violating a road rule in order to prevent harm, e.g., driv-
ing on the shoulder of the road in order to prevent an
otherwise unavoidable collision. Existing law assumes that hu-
man drivers can navigate such trade-offs (72, 75–78).

4) Add notions of uncertainty. In practice, it is not guaranteed
that taking a given action (e.g., swerving to the right) will pro-
duce a specific outcome in a deterministic fashion (e.g., cer-
tainly avoiding a collision with a neighboring vehicle). Rather,
there is some probability that the outcome will occur, contin-
gent on the action. A prevalent challenge is determining what
threshold a given probability must surpass before the AV
should execute an action, given that it must also estimate its
certainty in this probability (74, 79). More broadly, analyses
must move beyond harm to assessing risk of harm, and then
from risk to assessing confidence about that risk.

5) Add the notion of states of information. Sometimes it is not
possible to identify what is outside of the vehicle, increas-
ing the chance of false positives or negatives (79, 80), e.g.,
assuming there is a pedestrian in front of the vehicle when
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no one is there. Modern AV developers factor estimates of
these probabilities into AV decision-making by setting thresh-
olds. Adding complexity, some existing algorithms may not
accurately identify unanticipated objects that are otherwise
perfectly identifiable to humans. For example, we might rea-
sonably assume that a human driver who correctly identifies
and appropriately responds to a stop sign at noon will also
correctly identify and appropriately respond to a yield sign
at dawn. In contrast, an algorithm that has never encountered
a yield sign at dawn may respond in an unexpected way. In-
deed, the first person to die in a collision with an AV undergo-
ing testing was a homeless woman pushing a bike with bags
across a suburban street in the evening (79).

6) Rank principles rather than outcomes. One problem with rank-
ing ethically relevant choices based on their resulting out-
comes is that many possible outcomes can result from any
given choice. Therefore, in practice it may be more tractable
to rank principles, e.g., avoid hitting humans > follow road
rules > take the fastest route (8, 48, 68).

How to Obtain the Right Answers to Commonsense Tests. So
far, we have explained how to make more realistic and useful
commonsense diagnostics for AVs. However, there is another is-
sue that we see as orthogonal: What are the right answers to high-
stakes, dilemma scenarios? We suggest five ways of improving
current thinking on this issue.

1) Do not assume that human driving is a gold standard. Al-
though humans can be skilled drivers, it is important to re-
member that existing road fatality rates occur because of the
collective failure of road operators, vehicle manufacturers, and
road users (1, 2). Existing human driving patterns can be quan-
tified along several metrics to understand how people ordinar-
ily adhere to otherwise vague notions like right of way (81), and
these driving patterns should be considered when deciding
how to program AVs. However, we should carefully choose
what subset of humans to mimic, if any at all. Similar lessons
have been learned in older fields like clinical decision-making,
where statistical models are already known to outperform
trained clinicians in certain cases (82, 83). Law, for its part,
expects what is reasonable under the circumstances—not
merely what would be reasonable for a human (4, 51). A re-
lated issue is how to facilitate safe interactions between AVs
and human drivers, who tend to interpret road rules loosely
rather than literally, e.g., yielding at stop signs, ignoring pe-
destrians on a crosswalk, speeding in neighborhoods, driving
in the bicycle lane. The safest approach may be to raise the bar
for everyone, by more strictly enforcing road rules for existing
human drivers, rather than engineering AVs that drive like
humans (58).

2) Reconsider existing notions of control. Some variants of driv-
erless dilemmas ask people to consider cases in which hu-
man drivers have varying degrees of control (5), then they

Acknowledge Uncertainty

Rank Principles Rather Than Outcomes

Acknowledge that uncertainty 
plays a dominant role for an embodied agent.

Test Common Sense

Instead of looking at rare ethical dilemmas, test common sense
reasoning, such as what to do when a traffic light fails. 

Ethical Dilemmas Common Sense Reasoning
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Acknowledge that both humans and machines 
need to act based on available information.
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       Scare 
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Acknowledge that most driving involves basic behavioral
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goalsafety

comfort

trade-off
safety

comfort

Ranking principles requires a process of abstraction, but it allows
agents to not be confused by the particularities of the situation.  

Fig. 1. From driverless dilemmas (red) to more practical recommendations for testing an AV’s ability to drive with common sense (green).
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ask people to rate who is more blameworthy for harmful
outcomes—the human, AV, or manufacturer (84, 85). How-
ever, ultimately it may become less safe to allow humans to
switch dynamic control between themselves and AVs in the
first place, than to relinquish dynamic control to the AV (85,
86). Safer roads may require getting used to this idea, rather
than settling for suboptimal outcomes just to preserve human
authority and discretion in a few cases (4). Humans already
surrender control to some other technologies such as eleva-
tors, which effectively trap us during malfunction until the en-
gineers arrive (4). However, relinquishing some kinds of control
will likely depend on more widespread understanding of and
trust in how AVs behave (4, 48).

3) Do not blindly assume that AVs will learn everything from the
data. Some behaviors might be learned for low-stakes scenar-
ios, but it is unlikely that AVs can learn how to deal with scarce
edge cases. Therefore, we cannot simply assume that best
behavior in such edge cases will be “taken care of,” as we
do (for better or worse) with human drivers who pass standard
driving tests. Rather, as in any unit testing setting, we may
need to test for potential boundary conditions on the AV’s
behavior in order to ensure that it behaves robustly across a
range of parameters. An AV that behaves well at the extremes
is more likely to also do so in intermediate scenarios; yet the
same does not apply in reverse, since extreme edge cases are
more likely to involve additional factors that do not arise in
intermediate scenarios. As an example, the rule to never re-
verse while stopped on an incline is generally effective yet
must be violated in the edge case where the vehicle in front
of the AV is rolling backward and there is sufficient space for
the AV to reverse. Testing for this edge case can expose a
faulty algorithm that would otherwise pass a standard test.
More to the point, we can test many of the intermediate
scenarios as well.

4) Allow for local customization. Since de facto rules of the road
already vary across countries, we should not expect there to be
a unique, globally consistent AV common sense—even if AV
behavior can be formally specified in a way that might seem to
make cultural idiosyncrasies irrelevant. Rather, we may have to
accept that the right answers to government-administered or
mandated driving tests of common sense will change from
jurisdiction to jurisdiction. As an example, a recent report from
the German Ministry of Transportation prescribed: “In the
event of unavoidable accident situations, any distinction be-
tween individuals based on personal features (age, gender,
physical, or mental constitution) is impermissible” (87). Other
countries may conclude differently, necessitating algorithms
that anticipate or flexibly adjust to local driving rules. AV de-
sign will likely be jurisdictionally dependent in many other
ways as well, from rules of the road to traffic control devices
to traffic patterns.

5) Go beyond binary choices and right–wrong evaluations. In
real-world situations, there is a continuum of possible actions
and corresponding scores for ranking them. Maybe hardest for
the public to understand is that there is no such thing as per-
fect technology. Rather, there are various trade-offs between
benefits and risks, just as in medicine, e.g., the trade-off be-
tween safer but more expensive vaccines vs. vaccines that cause
more adverse events but cost less and hence may be more
widely available (88). Furthermore, it is not only the behavior
of the AV itself that is ethically relevant but also that of the
transport infrastructure that a government can build in order

to minimize the frequency and magnitude of risky traffic scenar-
ios, e.g., whereas crossing a street is often dangerous and inef-
ficient for pedestrians today, future roads could be built to
ensure that pedestrians can safely cross almost anywhere on
the street, safely facilitating their natural inclination to do so.

What Would a Decision Process for Defining the Tests and

Their Answers Look Like? How should we create these tests and
define their right answers? The idea of testing for common sense
raises a number of questions. Should the tests be a public pro-
cess? Should they be developed in conjunction with all stake-
holders, or just some, e.g., the regulator, or the company? Who
has the burden of verification? Should the details of the testing
process be allowed to vary from country to country? Should hu-
man data, e.g., in the form of judgments or behavior, play any part
in informing development of the tests?

Although these questions extend beyond the scope of this
article, it is worth making a few general points. First, common-
sense testing will not be limited to the deployment stage but will
exist in all the spheres we have identified (internal development,
insurance, regulation, publication evaluation, litigation, etc.).
Second, it is likely that the exact form that these tests take will look
different in each of these domains. Third, the design elements of
these tests will themselves involve ethical choices, e.g., whether
to assume danger, or to assume safety. Fourth, these ethical is-
sues are not unique to AVs, cf. pharmaceuticals (89, 90).

The Road Ahead: Ethics as a Marriage, Not a Wedding
Our analysis has led to two open questions: First, how should we
evolve beyond driverless dilemmas for the sake of realism and
relevance to actual AVs? Second, what is the best process to
obtain the right answers to a broader range of scenarios? We
provided some first answers to these questions, offering a view of
the long road ahead.

However, it is not enough to stop there. Once-off assessments
of human or machine driving with a single licensing test—even
one that assesses common sense behavior—is far from a gold
standard for safety. A good ethical testing framework for AVs
should ensure the safety of the vehicles at every stage of devel-
opment, deployment, and operation, and so requires a holistic
approach that emphasizes process (4). This means focusing just as
much on the company as on the product, and scrutinizing factors
such as “corporate governance, design philosophy, hiring and
supervision, evaluation and integration of standards, monitoring
and updating, communication and disclosure, and planning for
eventual obsolescence” (4). Companies should also carry the
public-facing responsibility of saying “what they are doing, why
they think it is reasonably safe, and why we should believe them”

(4). For an AV manufacturer, this includes not only developing and
demonstrating the sort of tests we have outlined here, but also
anything else that is needed to make its safety case, as well as
being upfront about what is hard and did not work (91–96). If
companies can legitimately convince consumers that they are
transparent, vigilant, and continuously improving, then consumers
will reasonably trust them. Our analysis concludes that at least one
key part of earning this trust will be convincing the public that their
AVs behave with common sense.

In regulating companies, a certain amount of “fuzziness” in the
law may be beneficial, since overly specific rules may be unnec-
essarily restrictive (especially if the technology is not yet ripe), and
the question for companies should be “is this safe,” not “is this
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compliant,” e.g., if there is a defect in a safety system that the
company is not strictly obligated to fix, law should still vaguely
obligate them to fix it (4). At the same time, overly vague “dec-
larations of ethical principles,” as in the case of Germany, may also
add to the confusion. [Notably, much of the German report also
focused on high-stakes dilemma scenarios, including two ethical
rules devoted to this topic (97).] Instead, regulators should directly
collaborate with (without deferring to) developers to define prin-
ciples that will not cause needless hassles later on. Countries like
Singapore provide an admirable example, since they have en-
gaged directly with AV manufacturers and engineers to iteratively
refine AV regulation in sufficient technical detail that it is action-
able and adherable—likely driven by their practical need for an AV
vehicle-sharing solution to growing traffic congestion on the small
island (81). Regulators should learn about autonomy and work
with manufacturers to develop facilitative legal regimes that pri-
oritize safety over mere compliance with the rules.

There are also various steps that other stakeholders can take to
increase transparency and vigilance. Engineers should not ignore
ethical questions that arise from their designs, nor try to “solve”
them by unilaterally, opaquely, and informally implementing their

own best judgments. Testing entities should release more com-
prehensive reports that detail the limitations of their tests of ve-
hicle safety, rather than only summarizing vehicle achievements.
Insurance companies should be more forthcoming in sharing their
risk knowledge and pricing methodologies. Science communi-
cators and social scientists should prioritize articles on serious,
public health issues surrounding AVs, instead of click-bait head-
lines (98). Social scientists interested in policy should study the
public perception challenges remaining in the path toward fully
safe AVs, while focusing on questions that are practical and rele-
vant. They can also work with engineers to collect reasonable data
on human driving patterns, which may inform AV choices when
existing road rules are underspecified. All stakeholders can infuse
ethics in their actions and in their expectations.

Data Availability. There are no data underlying this work.
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